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Structured Grids Unstructured Grids

“Eull’” Lat-Lon Grid “Modified” Lat-Lon Grids

>

Other Polygonal Grids

Clustering at poles leads to
scalability issues for
massively parallel
computations
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Unstructured Grids - challenges

* Arbitrary polygons (not same
shape or size)
 Unevenness
* Non-orthogonality

* No widely-used convention
of file formats for storing
arbitrary unstructured grids
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Surface Precipitation Flux
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S uxarray - whatis it?

DOE'’s global
climate model
E3SMv2 output

0.00012 £
o

X
0.00010 3
=)

- Open-source Python package for | gasee -
geoscientific data analysis & ith 21600
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visualization on unstructured
grids
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Unstructured grid file formats

Imggg%ﬁ%&: [ ‘ UGRID H SCRIP H EXODUS HMPAS ’[ CAM-SE H ICON HESMF H GEOSH HEALPix ’ ‘ Lat-LonN Points ’
e Supports wide range of
unstructured grid formats/files unstructured grid structured grid

e Avoids regridding ‘

]
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= - adding vector calculus
uxarray
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* Need scalable & robust vector
calculus operations:
 Gradient

Measures magnitude & direction
of steepest change of a scalar

: (VXD) -k >0
field ?) N counter-clockwise
— .

e Curl l . T L . T rotation

Measures circulation of a vector — A

field

e Di V- v<0 V- v>0 V- v=0
'Vergence sink source neither

Measures how a vector field acts \i / \T/‘ A

like a "sink” or a "source — - - / -//
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Gradient Implementation (behind the

Output:

Scalar field ¢ Vector field Vg

FPinite volume discretization of
Green-Gauss theorem:

fvv¢dv=j£av¢ds

V¢ (C*) ~ 1 Z ¢(C ) + ¢(C ) l 373 ' Ei} ?aﬁl_;, ngpefrseljjl?S/Q.ZOm
~v . omita, rirorumi, et al. .
VOl(C *) 2 y-y [5] Kritsikis, Evaggelo. 2017.
L]
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G ra d | E nt I M p I E T entatl 0 I magnitude & direction of

steepest change

Input: : Output:
Scalar field ¢ Vector field V¢

Synthetic face-centered “psi” data on a Cubed Sphere
grid with 5400 faces, 5402 nodes & 10800 edges
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Gradient Implementation

Input:

Output:

Scalar field ¢ Vector field V¢
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Face-centered data of 2 meter temperature on a 30
km MPAS mesh with 655,362 faces, 1,310,720 nodes
& 1,966,080 edges

Latitude

magnitude & direction of
steepest change
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Gradient Performance (optimize un"

MPAS 30 km 3.75 km
Atmosphere
Mesh

2 Numba

)

# of Faces 655,362 41,943,042

# of Edges 1,966,080 125,829,120

# of Nodes 1,310,720 RRA
~18.45 GB

&Iy ~0.38 GB
f)

Grids can be big
(& the data too)

- What is©2 Numba

° Easy to use! (needs a from numba import njit, prange
decorator) @njit(cache=True, = True)
o TranSIateS PythOn funCtionS tO def gradient(data: np.ndarray) -> np.ndarray:

optimized machine code at
runtime return gradient(data)

« Can approach the speeds of C 917
or FORTRAN

for in prange(data.shape):




Gradient Performance (strong scaling)

Constant Grid Resolution while Thread Counts Increase
(reduced workload per thread)

MPAS Dyamond (3.75 km)
Strong Scaling: Speedup vs Threads

28 4 —e— Measured Speedup S
--- |deal Speedup 2

Dual-socket CPU node:
64 cores / socket
256 GB memory / node
2 threads / core

fastest: 6.57 s for
3.75 km with 256

threads

2If> 2|1 2|2 2'3 2|4 2I5 2'6 217 2'8
Number of Threads 10/17



Gradient Performance (weak scaling)

Grid Resolution Increase & Thread Counts
Increase
(constant workload per thread)

MPAS Dyamond: 30 km, 15 km, 7.5 km, 3.75 km

=
o

o
©

Speedup (relative to 4 threads)

o
o

Weak Scaling: Speedup vs Threads

o
(@)]
1

o
H
1

9.778 s 10.123 s

1 threads
30.0 km 4 threads 11.47 s 1222 s
15.0 km
T 16 threads

7.5 km 64 threads
3.75 km

4x

—8— Measured Speedup
----- Ideal Speedup

Dual-socket CPU node:
64 cores / socket
256 GB memory / node
2 threads / core

20 1 2 3 24 25 26
Number of Threads

"Halving the resolution size (i.e., 30 km to 15 km) roughly quadruples the
workload.
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Going forward

* Robust implementations for:

* Curl, Divergence, Laplacian

* Detailed documentation for
the user community

* Add vector field visualizations
e Feedback from users

[m] S =i
https://github.com/UXARRAY/uxarray
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Questions

egs42@cornell.edu
GitHub: egalimeier
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Gradient Visualization (mare))

V Cell Latitudes

-
t

V Cell Longitudes

V Gaussian Field

V Inverse Gaussian Field
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MPAS Mesh Info

MPAS 30 km 15 km 7.5 km 3.75 km
Atmosphere
Mesh

# of Faces 655,362 2,621,442 10,485,762 41,943,042

# of Edges 1,966,080 7,864,320 31,457,280 125,829,12
0

# of Nodes 1,310,720 5,242,880 20,971,520 m
&yl ~0.38GB  ~1.50GB ~4.61 GB
Halve the resolution sizeu Grids can be

=> quadruples the grid 4x big (& the data
too)
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