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• Reliability
• Operationally proven, unrivalled 

experience
• Performance 

• Balance performance & throughput 
across workflow

• Software development environment, 
performance tools & application support 
experts

• Long-term customer partnerships

Weather, Water and Climate: Why CRAY? 
Most of the world’s operational weather forecast centers use Cray systems
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CRAY Growth in Earth Sciences
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MeteoSwiss acquires 2nd GPU-based system for production weather forecasting. 
New Cray CS-Storm has 18 nodes, each with 8 NVIDIA V100 GPUs and 2 Intel Xeon 
processors. 
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• Diversity and specialization in processors and the need for 
performance portability 

• Integration of AI, analytics and traditional simulation
workloads

• Rapidly increasing data volumes 
• Integration with cloud to handle big data and maximize its 

value
• Maintaining and improving runtime reproducibility

Challenges in Weather, Water and Climate
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• End of Dennard scaling, architectural 
specialization to get performance, 
different processors optimized for 
different workloads

• New memory and storage technologies -
Flash, non-volatile memory, HBM

Increasing Diversity in Technology
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Diverse software stacks and usage 
styles

• Interactive computing
• High productivity interpreted 

languages 
• New analytics and AI frameworks
• Containerized software
• On-demand cloud computing
• Object storage

Increasingly heterogeneous, data-centric 
workloads
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CRAY SHASTA 
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IT’S NOT JUST A NEW MACHINE,

IT’S A NEW ERA



MODELING & 
SIMULATION

BIG DATA
ANALYTICS

ARTIFICIAL 
INTELLIGENCE
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Supercomputers are Critical to Simulation
Largest ever storm 
prediction model
§ Over 4 billion points used 

to simulate the landfall of 
Hurricane Sandy

§ Urban scale grid resolution 
of 500m (compared to 
standard 3km)

§ Enables the research to 
understand fine grained 
properties of hurricanes

Key to the development of 
new antiretroviral drugs
§ Determined the precise 

chemical structure of the 
HIV capsid – the protein 
shell that protects the 
virus’s genetic material and 
is a key to its virulence. 

§ Requires the assembly of 
more than 1,300 identical 
proteins – in atomic-level 
detail. 

Studying crop devastation 
by whiteflies to address a 
major cause of hunger in 
East Africa
§ Understanding the DNA of 

the species by generating 
phylogenetic trees 

§ With only 500 whiteflies in 
a genetic dataset, the 
possible relationships 
between these flies run 
into the octillions (10^25)
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...and to Machine and Deep Learning
Crop data is key to 
decision makers
§ Applying Deep Learning on 

satellite data, the two 
major crops can be 
distinguished with 95% 
accuracy just a few months 
after planting and well 
before harvest.

§ More timely estimates 
could be used for a variety 
applications, including 
supply-chain logistics, 
commodity market future 
projections, and more.

Quantitatively assess how 
extreme weather will 
change in the future 

§ A single climate simulation 
can produce over 100TB of 
data with archives reaching 
over 5PB.

§ Deep learning techniques 
are ideal for pattern 
recognition over large data 
sets

Development of systems 
for connected cars and 
autonomous technologies

§ These advances could not 
have been realized without 
the application of deep 
learning to object detection 
in image and full motion 
video
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Blue Waters – world’s largest geospatial 
system

Blue Waters will be the most powerful dedicated, non-
classified geospatial system in the world.
The EarthDEM project between NCSA and NGA 
follows the successful ArcticDEM project (Polar 
Geospatial Center at Univ. of Minnesota and Ohio 
State Univ.).
• Goal: produce global, very high-resolution DEM 

data sets
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Dept. of Energy next-generation systems 

All Flash Storage System

??
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ORNL will provide 
supercomputing-as-a-service
on the HPC11 system to the   
Air Force 557th Weather Wing.

First Shasta system for 
production weather forecasting. 
• Slingshot interconnect
• 2nd gen AMD EPYC 

processors
• 8 cabinets in a hall A/hall B 

configuration



DIVERSITY OF 
PROCESSORS

DATA-CENTRIC 
APPROACH

RETHINKING 
INTERCONNECT

SHASTA HARDWARE
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Slingshot Interconnect
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Slingshot – 6 Major Enhancements

MPI 
PERFORMANCE

HEY, IT’S
ETHERNET!

RELIABILITYFLEXIBILITYCONGESTION 
MANAGEMENT

TRAFFIC 
CLASSES

Slingshot will be a great interconnect 
for our customers This is Cray’s 8th supercomputing interconnect

These will allow 
Slingshot to 
provide unrivaled 
runtime 
reproducibility.
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Jobs Assigned to QoS classes

• Dedicated network resources for high priority jobs

• Limit bandwidth used by background jobs

Multiple QoS Classes with a Job

• Bulk data traffic in one class, low latency traffic in another

• My reductions don’t get stuck behind your large messages

I/O Traffic in its own QoS Class

• Assured bandwidth to the I/O system

• Less interference to compute network traffic

Slingshot Quality of Service Classes
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Determines the Causes of Congestion

• Pushes back on its source(s)

• Frees up buffer space for everyone else 

Predictable Run Times

• Applications are much less vulnerable to other traffic patterns on 
the network

• Much tighter tail-latency distributions – a big benefit in apps with 
global synchronization

Interconnect Efficiency

• Simulations show that links on a loaded system can run at 90-
95% of peak rates

Slingshot Congestion Management

CONGESTION 
MANAGEMENT
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All Existing Interconnects Can Suffer From Congestion
• Team was increasing the UM resolution to 

10km (N1280L70) from 12km (N1024L70)
• On brand new system, runtime was 55 

minutes on 518 nodes but it was taking 
up to 74 minutes and it needs to run in 60 
min or less.

• Analysis revealed that most time steps 
ran in ~1 second, but some ran as long 
as 20 seconds…

• This was solved with some 
new LNET code sent out as 
an update to all XC customers

• Eventually, the team got the 
10km model running in 47 
minutes
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Slingshot will be a great interconnect 
for earth sciences customers

SHASTA FOR EARTH SCIENCES
MAJOR SLINGSHOT ENHANCEMENTS 

MPI 
PERFORMANCE

ETHERNET 
COMPABILITY

RELIABILITYFLEXIBILITY

This is Cray’s 8th supercomputing interconnect

TRAFFIC 
CLASSES

CONGESTION 
MANAGEMENT

Better data 
ingress/egress
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SLINGSHOT – ETHERNET COMPATIBILITY

Cray Supercomputing Roadmap

Connectivity

• Network attached storage can be connected directly to the interconnect

• Slingshot can be extended to the data center Ethernet network

Analytics workloads

• Many packages / workflows use IP socket-based communication

Ethernet protocols

HPC Ethernet protocol 

• High performance and reliability
ETHERNET 

COMPABILITY
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Reliability at Scale

Slingshot uses a new 
low-latency Forward 
Error Correction 
standard in addition to 
Link-Level Retry



CONVERGED 
WORKFLOWS

MULTI-TENANT
CONTAINER BASED

EXTENSIBLE
OPEN APIS

SHASTA SOFTWARE
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Different software stacks
• Python data science 
• TensorFlow, etc.
• Fortran/C/C++, MPI
Difficult to manage dependencies with 
environment modules
Container systems are being widely 
adopted 

Different usage styles, different workload 
orchestration methods
• HPC WLM (batch queueing systems)
• Cloud-style (VMs, Kubernetes)

Integration of AI, Analytics and Simulation 
Software Challenges 
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The ability to create your own world supports a diverse workload on a shared supercomputer

Containers for Flexibility

Bundle libraries and 
dependencies 

Build with Certified Software 
Stacks

Build a consistent Environment 
from desktop to supercomputer

Multiple container systems with different 
orchestration/runtimes and different image formats

Singularity, Docker, Shifter, Sarus



PERFORMS LIKE A SUPERCOMPUTER 
RUNS LIKE A CLOUD
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CRAY SOFTWARE ARCHITECTURE EVOLUTION

Purpose built and optimized for performance and 
reliability

Extending Cray software capability with 
cloud flexibility

Foundational HPC batch workflow scheduling for 
modeling and simulation

Added converged HPC and AI workflows with 
addition of Kubernetes container orchestration

Support for partitioning system for HPC jobs Added multi-tenancy between HPC and AI
partitions, and sub-partitioning within AI jobs

Tightly integrated supercomputing system 
required coordination and downtime for upgrades

Modernized code to add containerized and self-
healing services with separate compute and 
management planes to minimize downtime and 
allow for seamless upgrades

Tightly controlled system interfaces and limited 
access to system data driven by usage model

Added open APIs for integration, data access, and 
datacenter interoperability

Varied and discrete logs to track system and user 
activities and performance 

Fully integrated system, application, and user level 
telemetry to quickly correlate and remediate issues
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Cray Linux Environment

Low Jitter Linux 

Converged Workflow Orchestration

Intra Application Communication Framework

Parallel Performance Libraries

Developer 
Environment Runtimes

Administrator System Services Developer Services
HPC Programming Environment

Shasta 
Management 

Services

Shasta Monitoring 
Framework

Linux Environment

Linux

Orchestration

Network and I/O Abstractions

Analytics Management

AI/Analytics Suite

CRAY SHASTA SOFTWARE PLATFORM ARCHITECTURE 

Expanding the power of supercomputing with the flexibility of cloud and 
full datacenter interoperability

Analytics Microservices

Analytics Libraries & Frameworks

Parallel Performance Libraries

O
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s

Containerized Services Bare Metal or Containerized Services Bare Metal or Containerized Services



Convergence of Supercomputing and Big Data

BIG DATA 
ANALYTICS

ARTIFICIAL 
INTELLIGENCE

MODELING 
& SIMULATION

Data-
Intensive

Processing



A NEW ERA OF COMPUTING: 

BEYOND SUPER

NEW 
SYSTEM 

ARCHITECTURE
NEW 

INTERCONNECT
NEW SOFTWARE 

PLATFORM

3 EXASCALE WINS TOTALING OVER $1.3 BILLION


