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ECMWF’s Scalability Programme

Peter Bauer

(This is a real team effort between many people at ECMWF and other international partners - and funding by 
the European Commission)
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Overcoming key sources of model error
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Targeting high resolution modelling: Athena

World Modeling Summit 2008

Cray XT4 called “Athena”

 National Institute for Computation Studies (NICS) 

 ≈20.000 CPUs

 #30 on Top500 list (Nov 2009)

Key figures

 Dedicated access for 6 months from 10/2009–03/2010

 Technical support from NICS staff

 A total of 72・106 CPUh

 Utilization above 95% of full capacity 

 A total of ≈1.2 PB of data (≈ 1/3 of the entire CMIP5 archive)
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Jung et al. (2012) Kinter et al. (2013)

T159 (125-km) T1279 (15-km)

Targeting high resolution modelling: Athena

Blocking Mean temperature change
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… from parameterizations for 
radiation, cloud, convection, 
turbulence, waves…

Resolved Not resolved

What is the ultimate target?
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[Courtesy Bjorn Stevens]

resolved

parameterised

They are not the same:

What is the ultimate target?
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[Courtesy Bjorn Stevens]

• Representation of the global mesoscale
• Multi-scale scale interactions of convection
• Circulation-driven microphysical processes
• Turbulence and gravity waves
• Synergy with satellite observations
• Downscaling for impact studies
• Etc.

What is the ultimate target?
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Displayed on a common 1/4o mesh

CMIP5 mesh

Satellite

CMIP6 (HiRes) mesh

Frontier mesh

What is the ultimate target?

¼ Rossby radius of deformation

Surface current simulation with FESOM-2 
ocean/sea-ice model on adaptive mesh 
refining resolution in coastal areas and 
towards the poles using the Rossby radius 
of deformation

(Courtesy T Jung and S Danilov, AWI)
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What is the ultimate target?
Sea-ice simulation with FESOM-2 ocean/sea-ice model (Courtesy T Jung and S Danilov, AWI)
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1-km as a proxy for qualitatively different models 

https://www.extremeearth.eu/

https://www.esiwace.eu/
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ECMWF Scalability Programme – Present capability @ 1.45km

→ O(3-10) too slow (atmosphere only, no I/O) [Schulthess et al. 2019, Computing in Science & Engineering]

→ O(100-250) too slow (still no I/O)
→ O(1000) incl. everything (ensembles, Earth system, etc.)
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Scalability

Météo-France Bullx Intel Broadwell processors

[Courtesy CERFACS, IPSL, BSC @ESiWACE]

?

Present capability @ 1km: NEMO (ocean)

operations
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But we don’t have to move to 1km to be worried
Computing:

Data:
Public access per year:
• 40 billions fields
• 20 PB retrieved
• 25,000 users

Total activity (Member States and commercial customers) per day:
• 450 TBytes retrieved
• 200 TBytes archived
• 1.5 million requests

Total volume in MARS: 220 PiB

Ensemble 
Output:

[Courtesy T Quintino]
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Data acquisition

Data assimilation Forecast
Product 

generation

Dissemination

RMDCN

Internet

Web services Internet

Archive
Data Handling 

System

ECMWF Scalability Programme – Holistic approach

• Lean workflow in critical path
• Object based data store
• Load balancing obs-mod
• Quality control and bias 

correction with ML

• OOPS control layer 
• Algorithms: 4DV, En4DV, 4DEnVar
• Models: IFS, NEMO, QG
• Coupling
• Surrogate models with ML

• IFS-ST & IFS-FVM on same grid and 
with same physics

• Coupling
• Separation of concerns
• Surrogate models with ML

• Lean workflow in critical path
• Object based data store
• Use deep memory hierarchy
• Broker-worker separation
• Integration in Cloud (EWC)
• Data analytics with ML
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Back-end: GridTools
Data structures: Atlas

Processors

Neural networks Mathematics&algorithms

ECMWF Scalability Programme – Ultimately, touch everything
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Generic data structure library Atlas

[Courtesy W Deconinck]
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New IFS-FVM dynamical core

[Kühnlein et al. 2019, 
Geoscientific Model Development]

• finite-volume discretisation operating on 
a compact stencil

• deep-atmosphere non-hydrostatic fully
compressible equations in generalised
height-based vertical coordinate

• fully conservative and monotone 
advective transport

• flexible horizontal and vertical meshes

• robustness wrt steep slopes of orography

• Atlas built in

[Courtesy C Kühnlein, P Smolarkiewicz, N Wedi]
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semi-Lagrangian on coarse grid (O48) flux-form Eulerian on coarse grid (O48)

• Native winds on fine grid (~125km)
• Parallel remapping with Atlas
• Tracer advection on coarse grid O48 (~200 km)

IFS-ST vs IFS-FVM advection using Atlas

[Courtesy C Kühnlein, P Smolarkiewicz, N Wedi]
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IFS-ST vs IFS-FVM advection using Atlas

Strong scaling of dynamical core at 13 km resolutionDry baroclinic instability at 10 km and 137 
levels on 350 Cray XC40 nodes

[Courtesy C Kühnlein, N Wedi]
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Single precision (Vana et al. 2017, MWR; Dueben et al. 2018, MWR):
• running IFS with single precision arithmetics saves 40% of runtime, IFS-ST 

offers options like precision by wavenumber;
• storing ensemble model output at even more reduced precision can save 

67% of data volume;
→ to be implemented in operations asap (capability + capacity)

Day-10 forecast difference Day-10 ensemble spread
SP vs DP (T in K at 850 hPa) all DP (T in K at 850 hPa)

ECMWF Scalability Programme – Do less and do it cheaper

Concurrency:
• allocating threads/task (/across tasks) to model 

components like radiation or waves can save 20% 
(gain increases with resolution);

→ to be implemented in operations asap (capability + 
capacity)

Overlapping communication & computation:
• through programming models (Fortran co-array vs GPI2 

vs MPI), gave substantial gains on Titan w/Gemini,
• on XC-30/40 w/ Aries there is no overall 

performance benefit over default MPI 
implementation;

→ to be explored further
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ESCAPE dwarfs on GPU

Spectral transform dwarf @ 2.5 km, 
240 fields on Summit GPU (2 CPU vs 6 GPU):

~20x

[Müller et al. 2019, Geoscientific Model Development]

Spectral transforms on GPU - single core

[Courtesy A Müller]
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ESCAPE dwarfs on FPGA

• On-board memory bandwidth limit (no PCIe): 1.13 
million columns/s

• Dataflow kernel compiled at 156MHz
• 156 million cells/s, equivalent to 1.07 million columns/s
• Average flops / column estimated on CPU; Extrapolated 

equivalent FPGA performance of 133.6 Gflops/s
• Reference run on 12-core 2.6 GHz Intel Haswell, single 

socket CPU is about 21 Gflops/s, but with double 
precision!

• Dynamic power usage is < 30W compared to  95W 
single socket CPU (Haswell)

→ x3 time to solution times x3 energy to solution

• Converted complex Fortran code and data structures to C 
via source-to-source translation

• Hand-ported to MaxJ via Maxeler IDE and emulator

[Courtesy M Lange, O Marsden, J Taggert]
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Separation of Concerns with IFS (in stages)
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Daily data access at ECMWF

2014 2015 2016 2017 2018

40 billion fields

20 PB data retrieved

25 thousand users

Total activity (Member States and 
commercial customers) per day:
• 450 TBytes retrieved
• 200 TBytes archived
• 1.5 million requests

Total volume in MARS: 220 PiB

Public

[Courtesy M Manoussakis]
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Numerical Weather Prediction Data Flow

Today’s workflow:

Tomorrow’s workflow back-end:

Tomorrow’s workflow front-end:

[Courtesy J Hawkes, T Quintino]
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ECMWF Scalability Programme – Use new memory technology

[Courtesy O Iffrig, T Quintino, S Smart]
used in operations

Running ensembles and reading/writing to NVRAM
produces no bottlenecks and scales well!

[Courtesy S Smart, T Quintino]
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Machine learning application areas in workflow
Observational data processing (edge & cloud &HPC):
• Quality control and bias correction
• Data selection
• Inversion (=retrieval)
• Data fusion (combining observations)
• …

Prediction models (cloud & HPC):
• Data assimilation (combining models w/ observations)
• Surrogate model components
• Prediction itself
• Model error statistics
• …

Service output data processing (cloud &HPC):
• Product generation and dissemination
• Product feature extraction (data mining)
• Product error statistics
• Interactive visualisation and selection
• Data handling (access prediction)
• …

Existing projects (Peter Dueben):
• Radiation code emulation (NVIDIA)
• Predicting uncertainty from poor ensembles (U Oxford)
• Refining variational bias correction in data assimilation
• Refining uncertain parameter settings
• and more
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So, where are we with all this?

2020 2022 2024 2026 2028

New HPC:
CPU

New HPC:
CPU + GPU-type 

accelerators

New HPC:
fully heterogeneous

Implement x2 
performance gain 
with existing code

IFS-ST & DA
GPU (x5+)

IFS-ST/FVM & DA
fully open (x?)

NEMOVAR
GPU (x?)

Product generation
NVMe

HPC & the Cloud I/O and post-processing 
on the fly

Open questions:
• What about code that is not in our control, e.g. NEMO?
• Do we have sufficient expertise – collaboration?
• Do we have sufficient funding?
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I think we are here


