Penn State Center for PENNSTATE

A\ L Y/ Advanced Data Assimilation and Predictability Techniques

“Data” “Issues” for an Active Researcher

Fuqing Zhang
Pennsylvania State University

Professor of Meteorology and Professor of Statistics
Director, Penn State ADAPT Center




Penn State hurricane research in NSF “Big Data” rollout
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People & Society afforded by the Big Data Revolution. track evacuation routes from data streams on the ground and from space.
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About Big Data: Researchers in a arowing number of filds are generating Ike shows the storm developing in the gulf and making landfall on the Texas

extremely large and complicated data sets, commonly referred to as "big Coast
data." A wealth of information may be found within these sets, with enormous "
potential to shed light on some of the toughest and most pressing challenges
facing the nation. To capitalize on this unprecedented opportunity--to extract
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Assimilating All-sky GOES-R Radiances: Harvey (2017)

PSU WRF-EnKF, Ax=3km, ensemble size=60, channel 8, every 1h

Independent observations vs. EnKF analysis of channel 10

GOES-16 observation EnKF analysis
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What external data sources we have used?

e Observations and reanalysis from big trusted
data centers: NCAR (RDA, field catalog, ...),
NOAA, NASA, Navy, ..., ECMWEF, JMA, CMA*, ...

----they are the easiest sources to handle

e Some international datasets from collaborative

authorship or personal connections: CMA,
PAGADA, HKO, Taiwan, ...

---tricky but at least permanent archive exists



What external data sources we have used?

* Some more research-focused big modeling

output from big modeling centers:

ECMWEF model output, NOAA experimental or operational
forecasts, Panasonic Weather*, ...

These data either from operational models not routinely
saved, or from partnership but unlikely these data will or
have been archived by the providers

e Other individual researchers or collaborators
ad-hoc but best effort in both sides



What are the venues our research group has
used for storage, backup and/or archive so far?

* Local group owned tape or disk spaces (~ 100TB)

— reliable but aging; many university Pl gets from startup but hard to
replace afterwards

— Individual group members using cloud service to backup codes, small data

» Share of routine supported and routinely backup-ed departmental
servers (~100GB)

— varies from dept to dept, univ to univ

* University discounted data center service
— limited allocation time cycle (Chuck, can you chime in?)

 NCAR HPC computing (some data all the way to my postdoc life)
— allocation application renewal cycle, timeout issues?

 NSF HPC center (Texas Advanced Computing Center)

— most data stored but not sure what is the limit; big lost of data due to
TACC tape/disk failure or file corruption

e NOAA Jet clusters

— allocation based, ad hoc renewal, reliable and free at present but
uncertain pending on NOAA policy and regulations



What are our mandates in backing up data as a
scientist for our published work using data?

Who is eventually responsible for the data cost
and service after a few years?



