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The RDA and its website

RDA stands for Research Data Archive.

The website, rda.ucar.edu, holds a large amount of data
for scientific use.

The data are organized into a variety of diverse datasets
(different formats, different file sizes, different layouts)

Often users want to download just a subset of one
dataset.

There’s a way to do this on the website!




After the request...

Request submitted rinfo string formed Preparatory program
:ally when your data are re Semirme084.0 o o
> startdate=2015-01-01 00:00; > elif dsnum == 'wxy.z':
enddate=2015-12-31 03:00; req_men = mem_function(rinfo)

req_time = time_function(rinfo)

parameters=3!7-0.2-1:0.1.0;

| Submit Request | | Start Ov prosuct-4ee;

grid_definition=5;

nlat=42;
slat=36;
wlon=-110;
elon=-102

Workload manager (Slurm or PBS) Supercomputer grabs data Data delivered

In Use Available
[ ] [ ]

p »
Your ds094.0 Data Request 493... Details v

To: jdubeau@ucar.edu
In Use In Use
[ ] [ ] > >
The subset of ds094.0 - 'NCEP Climate Forecast
Available In Use System Version 2 (CFSv2) 6-hourly Products' that you
I ] 0 | requested is ready for you to download.
In Use In Use




After the request...

Request submitted

«ally when your data are re:

| Submit Request | | Start Ov

l

Workload manager (Slurm or PBS)
In Use Available
In Use In Use
Available In Use
‘ In Use ‘ In Use

rinfo string formed

gui=yes;

dsnum=094.0;
startdate=2015-01-01 00:00;
enddate=2015-12-31 03:00;
parameters=3!7-0.2-1:0.1.0;
product=486;
grid_definition=5;

nlat=42;

slat=36;

wlon=-110;

elon=-102

Preparatory program

Data delivered

p »
Your ds094.0 Data Request 493... Details v

To: jdubeau@ucar.edu

The subset of ds094.0 - 'NCEP Climate Forecast
System Version 2 (CFSv2) 6-hourly Products' that you
requested is ready for you to download.




After the request...

Preparatory program

Request submitted rinfo string formed
:ally when your data are re gui=yes; if dsnum == 'abc.d':
dsnum=094.0; -
(S Pt S0y et |

parameters=3!7-0.2-1:0.1.0;
product=486;
grid_definition=5;

nlat=42; elif dsnum == 'wxy.z':
N i req_mem = mem_function(rinfo)
elon=-102 req_time = time_function(rinfo)
l else:
Workload manager (Slurm or PBS) Supercomputer grabs data Data delivered
InU Availabl
\‘ e ] e ] Your ds094.0 Data Request 493... Details “
To: jdubeau@ucar.edu
‘ In Use ‘ In Use
[ ] [ ] T >
The subset of ds094.0 - 'NCEP Climate Forecast
Available ‘ In Use System Version 2 (CFSv2) 6-hourly Products' that you
. . 0 . requested is ready for you to download.
‘ In Use In Use

[ ] [ ]




After the request...

Request submitted rinfo string formed Preparatory program
:ally when your data are re qui=yes; e
dsnum=094.0; ML 6
= > tartdate=2015-01-01 00:00; & elif dsnum == 'wxy.z':

[ Submit Flequest ] [ Start Ov o Z:ddaetlee:2015_12_31 03:00; " . frgq_me_m = meqifunctior_\(rinfo)
parameters=3!7—0.2—1:0.1.0; req_time = time_function(rinfo)
product=486; else:
grid_definition=5; BN
nlat=42;
slat=36;
wlon=-110;
elon=-102

Workload manager (Slurm or PBS)

In Use Available
1 ] Supercomputer grabs data Data delivered

In Use In Use Your ds094.0 Data Request 493... Details “
] ] To: jdubeau@ucar.edu

- - The subset qf ds094.0 - 'NCEP Climate Forecast
Available In Use e s s e
[ ] ]
In Use In Use




After the request...

Request submitted rinfo string formed Preparatory program
:ally when your data are re qui=yes; e
dsnum:094.0; req_time = 12
- > startdate=2015-01-01 00:00; = Lif dsnum == 'wxy.z':

[ Smelt RequeSt ] [ Stal’t OV\ enddate=2015-12-31 03;00; = re:i:gm = m:;ifznction(rinfo)
parameters=3!7—0.2—1:0.1.0; req_time = time_function(rinfo)
product=486; else:
grid_definition=5; BN
nlat=42;
slat=36;
wlon=-110;
elon=-102

Supercomputer grabs data

l

Workload manager (Slurm or Data delivered

‘ In Use ‘

Available
»
[ 1 ] Your ds094.0 Data Request 493... Details v
To: jdubeau@ucar.edu
‘ In Use ‘ ‘ In Use ‘
[ ] [ ]
The subset of ds094.0 - 'NCEP Climate Forecast
Available ‘ In Use ‘ System Version 2 (CFSv2) 6-hourly Products' that you
[ ] [ ] requested is ready for you to download.
‘ In Use ’ In Use

[ ] [ ]




After the request...

Request submitted

«ally when your data are re:

| Submit Request | | Start Ov

rinfo string formed

gui=yes;
dsnum=094.0;
startdate=2015-01-01 00:00;

Preparatory program

if dsnum == 'abc.d':
req_mem = 2000
req_time = 12

> elif dsnum == 'wxy.z':

enddate=2015-12-31 03:00;
parameters=3!7-0.2-1:0.1.0;
product=486;
grid_definition=5;

nlat=42;

slat=36;

wlon=-110;

elon=-102

l

Workload manager (Slurm or PBS)

Supercomputer grabs de

In Use Available
[ ] [ ]
‘ In Use ‘ In Use
[ ] [ ]
Available ‘ In Use
[ ] [ ]
‘ In Use In Use

req_mem = mem_function(rinfo)
req_time = time_function(rinfo)

Data delivered

else:

, B
Your ds094.0 Data Request 493... Details U

To: jdubeau@ucar.edu

The subset of ds094.0 - 'NCEP Climate Forecast
System Version 2 (CFSv2) 6-hourly Products' that you
requested is ready for you to download.




The problem

Our estimates for how much memory and time these
subset requests will take are often way off.

In other words, the preparatory program is
too simple.
Our goal is to improve it.

We will use machine learning to do this.




How far off are our estimates?

Number of Jobs

We collected data on 116,420 jobs ranging
from Sep. 2020 - Apr. 2021.

Here’s how often we requested
certain amounts of memory...

Request Sizes (116,420 Jobs)

< 2GB 2-3GB 3-10GB 10-50GB
Memory Requested

50GB+

Number of Jobs

120000 A

100000 4

80000 A

60000 -

40000 -

20000 A

O_

And how often we used those

amounts of memory.

Job Sizes (116,420 Jobs)

< 2GB

2-3GB 3-10GB 10-50GB 50GB+

\T 1/

Not empty!




Our time estimates

Requested time for every job: 12 hours

Actual time per job on average: 22 minutes

I
2/
7

3 -

N,

(Not as important as predicting memory usage)




Why machine learning?

It would probably be possible to precisely calculate how
much memory these requests will need.

But this would require significantly more specialist
involvement.

Plus, it would be highly dependent on the characteristics of the
dataset...

So when new datasets are added to the RDA, we would have
to change the program every time.




Training Data

Applying machine learning to our data

Request Timespan Request Area | # of Params Converted? Mem Time

Oy 0d 22h 59m 2.24 8 False —————> 34.1 MB 1m 12s
17y 4d 21h Om 344.0 29 False ————> 44.8 MB 1m7s

Oy 30d Oh Om 68.0 2 True ———> 1452MB | 1m 8s

5y 335d 22h 59m 25.0 16 False ———> 338.8MB | 1h6m 9s
New Data

Request Timespan Request Area | # of Params Converted? I ML Mem Time

program
1y 20d 5h Om 38.0 12 True \ ? ?

—




Two major types of algorithm

Classification

(predicting a category)

w much is this house worth?




The problem with regression

Here is our best attempt at regression
for predicting wall time:

Training score: 0.9447

Testing score: 0.8997 These points are a big problem!
Performance graph: “(////’

ThneRgguSﬁgz:;;;:;;zzg

12 hours A

3 hours A

1 hour A

15 min A

5 min A

Actual wall time

2 min -
1 min -

eC a0 a0 A\ N\
° SR ANPACA

Predicted wall time




How can classification help?

The entries we care most about, unfortunately, are also the rarest.
Regression algorithms will naturally tend to ignore these.
But if we split the entries into categories...

Memory

Category 0| OMB - 50MB (22965 entries)
Category 1| 50MB - 100MB (11126 entries)

Category 7| 10GB - 20GB (33 entries)
Category 8 | 20GB - 50GB (22 entries)

We can tell the algorithm exactly how much attention to pay to each category.

NCAR

UCAR



Another benefit of classification

e The models don’t just give us the predicted category -- they give us a list
showing the probability of being in each category.

Input N\ Output
‘ Request Timespan Request Area = # of Params Converted? 0 Y 1 \‘ 2 3 4 5 7 8
’ 1y 20d 5h Om 38.0 12 True |::>
' 25% kss% } 10% 1% 5% 1% 1% 2%

Thank you to D.J. Gagne for suggesting this strategy!




What model to use?

Some options:

e Linear Model (Logistic Regression, etc.) <+———  Not good enough performance

- Good performance probably
e Neural Network possible, but very difficult

Building block for the two

. . <—
e Decision Tree models below

e Random Forest - Best

, performance!

e Gradient Boosted Decision Trees




Decision tree / random forest

A decision tree might look like:

Is the request
timespan less than

ye:/
Will the data be

converted to a
different format?

ny Ves
Predict Predict
50 MB 200 MB

"

Will the data be
converted to a
different format?

N

Predict Predict

1 GB 5GB




Decision tree / random forest

A random forest is made from a collection of decision trees.

Is the request
timespan less than
1 year?
yei/ \\no
Will the data be Will the data be
converted to a converted to a
different format? different format?
n:/ \‘yes n:/ \‘yes
Predict Predict Predict Predict
50 MB 200 MB 1GB 5GB
Is the request
timespan less than
1 year?
i i3
Will the data be Will the data be
converted to a converted to a
different format? different format?
n:/ \‘yes n:/ \‘yes
Predict Predict Predict Predict

50 MB 200 MB

1GB 5GB

Is the request
timespan less than
1year?
ye:/ \’!o
Will the data be. Will the data be.
converted to a converted to a
different format? different format?
ny Yes ny \‘yes
Predict Predict Predict Predict
50 MB 200 MB 1GB 5GB
Is the request
timespan less than
1year?
ye:/ \10
Will the data be. Will the data be.
converted to a converted to a
different format? different format?
n;/ \‘yes n:/ \‘yes
Predict Predict Predict Predict
50 MB 200 MB 1GB 5GB




How did we do? (Memory)

On our reserved testing data...

Total Memory Usage - Original (12,590 Jobs) Total Memory Usage from Model Predictions (12,590 Jobs)
161 B Unused 2.00 ' Unused
14 4 Used 1.75 - Used
_ 124 . 1.50 A
E E
Q 10 © 1.25 1
§ 8 - § 1.00 - I
E 6 1 E 0.75
s s
44 0.50 -
27 0.25 -
0 . : . : . _ . 0.00 . . : : : . .
<200 200-500 500-1k 1k-2k 2k-10k 10k-20k 20k+ <200 200-500 500 -1k 1k-2k 2k-10k 10k-20k 20k+
Memory Requested Per Job (MB) Memory Requested Per Job (MB)
Total requested: 68.48 TB Total requested: 9.96 TB
Total used: 2.51TB Total used: 2.51TB
Total wasted: 65.98 TB Total wasted: 7.46 TB

88.7% decrease!

' %

We also achieved a 59.7% decrease in unused time.




One more thing!

We had already trained that regression
model for wall time...

Time Regression Performance

12 hours

3 hours -

1 hour A

15 min A

5 min A

Actual wall time

2 min A
1 min A

10 sec

Predicted wall time

We realized that model could still be useful!




Regression model in use

Hello jdubeau@ucar.edu dashboard sign out

NCAR - Resear h Data Archive NCAR is sponsored by

UCAR Computational & Information Systems Lab RfonaiNCincs utncdton
GotoDataset: [EERNERN
Home  FindData | Ancillary Services About/Contact = DataCitation  Web Services  Metrics For Staff

NCEP GFS 0.25 Degree Global Forecast Auxiliary Grids Historical Archive
ds084.3 | DOI: 10.5065/D6W09402 77

For assistance, contact Riley Conroy (303 497-2457)

Naerrintinn Data Accass Dariimantatinn Snfhwnra Mas=i- 4

Subset Data Request 503058

Your Subset Data request has been submitted successfully. A summary of yc ur request is given below.

Your request will be processed soon.
The estimated time that your request will be ready is in: 19 minutes
You will be informed via email when the data is ready to be downloaded.

You may check request status via Request Status Link for data requests you | ave submitted.

The "rdams-client’ command line tool provides an additional option for users to check uivtanrocessing status of
requests and download request output files on unix based systems. The “rdams-client” tool can be uctuanad through the
RDA apps webpage.

+ If the information is correct no further action is need.
+ If the information is not correct, or if you have additional comments you may email Riley Conroy with corrections or
comments.

Request Summary:

Index  : 503058
1 : DUBEAUS03058

Category : Subset Data

Status  : Queue

Dataset : ds084.3

Title  : NCEP GFS 0.25 Degree Global Forecast Auxiliary Grids Historical Archive
User : Jordan DuBeau

Email  : jdubeaufucar.edu

Date : 2021-07-22

Time : 09:03:28

Format

Compress :

Request Detail:
- Start date: 2015-02-01 00:00
- End date: 2015-03-01 12:00
- Parameter(s):

Specific humidity
- Vertical level(s):

Isobaric surface: 975 mbar
- Product(s):

3-hour Forecast

The Research Data Archive is managed by the Data Engineering and Curation Section of the Computational and Information Systems
Laboratory at the National Center for Atmospheric Research in Boulder, Colorado. The National Center for Atmospheric Research is
sponsored by the National Science Foundation. Any opinions, findings, and conclusions or recommendations expressed in this material do
not necessarily reflect the views of the National Science Foundation.

Subset Data Request 503058

Your Subset Data request has been submitted successfully. A summary of yo

Your request will be processed soon.
The estimated time that your request will be ready is/in: 19 minutes
You will be informed via email when the data is ready'to be downlooed.

You may check request status via Request Status Link for data requests you I

Users now have a time
estimate for their request!




Thanks for listening!




