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● NCAR’s Research Data Archive (RDA) houses 
data for scientific use.

● The data are organized in a large variety of 
diverse datasets.

● Users often want to download just a subset 
of one dataset.

● Subsetting requests are carried out by the 
supercomputer Casper using the RDA’s 
computing resources (time and memory).

Goal:

To better predict the memory and time usage 
of these requests, giving faster turnaround times 
and less wasted memory.
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DESIGNING MACHINE LEARNING MODELS TO CONSERVE 
THE RDA’S COMPUTING RESOURCES
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88.7% decrease!

TOOLS &
TECHNIQUES

● Collected data on over 100,000 requests 
over the span of 7 months

● Extracted information from “request info” 
strings generated when a request is made

● Divided jobs into categories for use in a 
machine learning classification model

● Trained a random forest model to predict 
what category each request falls into

● Weighted the model’s training algorithm to 
pay more attention to larger memory jobs

● Made custom predictions based on the 
model’s outputted probabilities in order to 
get safer estimates for resource usage

Additional use of our ML model:

● Website now has a time estimate for users to see!

68.48 TBTotal memory requested:
Total memory used:

Total memory wasted:
  2.51 TB

65.98 TB

  9.96 TBTotal memory requested:
Total memory used:

Total memory wasted:
  2.51 TB

7.46 TB


